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ABSTRACT

The climate feedback framework partitions the radiative response to climate forcing into contributions

from individual atmospheric processes. The goal of this study is to understand the closure of the energy budget

in as much detail and precision as possible, within as clean an experimental setup as possible. Radiative

kernels and radiative forcing are diagnosed for an aquaplanet simulation under perpetual equinox conditions.

The role of the meridional structure of feedbacks, heat transport, and nonlinearities in controlling the local

climate response is characterized. Results display a combination of positive subtropical feedbacks and polar

amplified warming. These two factors imply a critical role for transport and nonlinear effects, with the latter

acting to substantially reduce global climate sensitivity. At the hemispheric scale, a rich picture emerges:

anomalous divergence of heat flux away from positive feedbacks in the subtropics; nonlinear interactions

among and within clear-sky feedbacks, which reinforce the pattern of tropical cooling and high-latitude

warming tendencies; and strong ice-line feedbacks that drive further amplification of polar warming. These

results have implications for regional climate predictability, by providing an indication of how spatial patterns

in feedbacks combine to affect both the local and nonlocal climate response, and how constraining uncertainty

in those feedbacks may constrain the climate response.

1. Introduction

The power of the climate feedback framework lies in

its ability to reveal the energy pathways by which the

system adjusts to an imposed forcing, such as an increase

in atmospheric CO2 concentration. These internal ad-

justmentsmay include changes in physical processes that

control the distribution of clouds, water vapor, sea ice,

and the vertical structure of temperature, which in turn

act to amplify or dampen the surface temperature re-

sponse to the forcing; these are the climate feedbacks.

Further, the system may also adjust by redistributing

energy between different latitudes, either by atmo-

spheric or oceanic transport, or both. Understanding the

relative importance and effectiveness of these different

pathways is crucial for predicting the climate response to

a perturbation.

We begin by reviewing the underpinnings of feedback

analysis (e.g., Roe 2009). Climate feedbacks are closely

related to the change in top-of-atmosphere (TOA) net

radiative flux between two climate states, DR, which can

be written as a Taylor series expansion in global-mean

surface temperature change, DTs:

DR5A1BDTs 1ODT
2
s . (1)

The terms in Eq. (1) can represent global averages, or be

functions of latitude or grid cell, and in principle, one

could alternatively choose to make the expansion in

local temperature change (e.g., Crook et al. 2011;

Armour et al. 2013). The sign convention is such that

a positive radiative flux warms the system. The first term

on the right-hand side, A, includes the external forcing

itself, along with all changes in the energy balance that

are independent of surface temperature change (i.e.,

semidirect effects, see section 2b). We refer to A as the

climate forcing. The second term, BDTs, reflects radia-

tive flux changes that are linearly dependent on the

system response DTs; these are the classical feedback
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processes. Here, the sign of the feedback term is negative

when the system is stable (i.e., a net negative feedback).

The third component, ODT
2

s , represents higher-order

terms, which may reflect nonlinearities within individual

processes or nonlinear interactions among different pro-

cesses. In general, DR may be accommodated by either

local heat storage or by a change in the divergence of

atmospheric or oceanic heat transport [;D($ � F)]. We

only present equilibrium calculations, so local heat stor-

age can be neglected. Therefore, for the remainder of

this study D($ � F) and DR are interchangeable. Further,

in the global mean D($ � F) 5 0, and the feedback and

nonlinear termmust balance the forcing. Finally, Eq. (1)

is commonly written in a simplified form, with the non-

linear term ODT
2

s assumed to be minor and thus ne-

glected (e.g., Senior and Mitchell 2000; Gregory et al.

2004; Soden and Held 2006), though we expressly eval-

uate it herein.

The goal of this study is to understand the closure

of the TOA energy balance in as much detail and pre-

cision as possible. Doing so allows us to characterize the

relative importance of the four terms in Eq. (1)—heat

transport, forcing, feedbacks, and the nonlinearities—in

controlling the local climate response. We carefully di-

agnose the climate forcing, taking into account the

semidirect (i.e., temperature independent) response of

the atmosphere to CO2 changes, and we derive the linear

part of the response (i.e., the feedbacks) using radia-

tive kernels explicitly calculated for our precise model

setup. In addition, we run our experiment in an idealized

aquaplanet model with perpetual equinox conditions and

a mixed layer ocean, which minimizes complexities in the

results.

Equation (1) can be rewritten using notation more

common to the climate-feedbacks literature, and the

nonlinear term can be expressed as a residual R:

R|{z}
residual

5 DR|{z}
transport

2

"�
�
x
lx

�
DTs 1D ~Rf

#
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

combined feedback and forcing

5ODT
2
s .

(2)

As discussed later, because of the methodology we use

for determining the cloud feedback, the residual in this

study applies only to the clear-sky physics (section 2c

and appendixA). In our results we interpret this residual

as the nonlinear term. Although we have tried to be

diligent in rooting out common approximations that

would contribute artificially to the residual, some may

linger, and we return to this point in later sections.

Recall that DR in Eq. (2) is the change in net TOA

radiative flux and that it must be equal to the change in

convergence of horizontal atmospheric heat flux,D($ � F);
we refer to this term as ‘‘transport’’ for convenience. The

forcingD ~Rf is equivalent toA in Eq. (1), where for clarity

the tilde has been introduced to indicate the inclusion of

semidirect effects (discussed in section 2b). We replace

B with �xlx. In much of the climate literature lx are

known as feedback parameters, which we adopt here for

consistency with earlier work, though we note this de-

parts from conventional definitions (e.g., Bode 1945;

Schlesinger 1985; Roe 2009). Physically the terms in the lx
series simply reflect the linear decomposition of changes in

the TOAenergy budget (x represents water vapor, surface

albedo, cloud, Planck, and lapse rate feedbacks). Bony

et al. (2006) provide a comprehensive reviewof the various

climate feedbacks relevant on interannual to multidecadal

time scales, and we will elaborate on the individual terms

in the following sections.

By construction, the feedback framework only pro-

vides an approximation to the actual TOA radiative flux

changes, and hence to climate sensitivity. As mentioned

above, a goal of this study is to understand the degree

of approximation, and to the extent possible, assign

physical meaning to the structure of the nonlinear term.

How important are nonlinearities for the local energy

balance, and do they provide insights into understanding

ubiquitous features of climate change, such as polar

amplification? While a handful of studies have quanti-

fied the linear approximation with respect to magnitude

of forcing (Colman et al. 1997; Colman and McAvaney

2009; Jonko et al. 2012), we are unaware of any that

emphasize the spatial pattern of interactions among

clear-sky feedbacks. Further, how well must the forcing

be represented to evaluate the energy balance? This

question is partly motivated by recent work that has

demonstrated a narrowing of the intermodel spread in

cloud feedback when rapid tropospheric adjustments

are counted as part of the forcing (e.g., Andrews and

Forster 2008).

We are motivated by a need to understand the im-

plications of nonlinear and nonlocal feedbacks on re-

gional climate predictability. Our first objective is a

precise quantification of nonlinear interactions between

feedbacks, using our idealized aquaplanet simulation.

We also present an independent evaluation of the non-

linearity, in order to add physical meaning to our char-

acterization. Our second objective is to understand the

relative importance of contributions due to feedbacks,

meridional heat transport, nonlinearities, and forcing to

the spatial pattern of warming. In particular, this allows

us to assess how local processes (i.e., feedbacks) affect

nonlocal responses via transport. In essence, we have

extended the feedback framework, conventionally ap-

plied to deconstructing global climate sensitivity, in
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order to evaluate the role of nonlinearities and dynam-

ical effects on local temperature change.

2. Analysis

a. Aquaplanet model

We employ the Geophysical Fluid Dynamics Labo-

ratory Atmospheric Model, version 2 (GFDL AM2)

in its aquaplanet configuration. We specify perpetual

equinox and daily-mean solar zenith angle. The ocean

is represented as a 20-m mixed layer. Sea ice is treated

as infinitesimally thin; the ocean albedo is increased to

0.5 where surface temperature drops below 263K, but

no ice thermodynamics are present in the experimental

setup. The critical temperature for sea ice formation

was chosen to reproduce a realistic ice-line latitude,

when compared to the modern climate. A full de-

scription of the AM2 is provided by the GFDL Global

Atmospheric Model Development Team (2004). This

idealized configuration allows us to cleanly isolate the

atmospheric response to CO2 in the absence of coupled

ocean physics, land–ocean contrast, land surface pro-

cesses, seasonal and diurnal cycles, and aerosol forcing.

Our perturbation is achieved by an instantaneous

doubling of CO2, and then by integrating the model out

to equilibrium.

Figure 1 shows climatological surface temperature

and outgoing longwave radiation (OLR) for control and

perturbation experiments, as well as the differences, for

the last 10 years of our 30-yr integrations. For this model

setup, doubling CO2 results in a global-mean tempera-

ture increase of 4.69K, a climate sensitivity that sits

slightly above the upper end of the Intergovernmental

Panel on Climate Change (IPCC) Fourth Assessment

Report (AR4) ‘‘likely’’ range (Solomon et al. 2007) and

of Fifth Assessment Report (AR5) models (Andrews

et al. 2012). The shape of the temperature response as

a function of latitude is characterized by strong polar

amplification; warming peaks at 11.5K in high northern

latitudes, more than twice the global mean. For com-

parison, Hwang et al. (2011) find that Arctic warming

ranges from 2 to 3 times the global mean for phase 3 of

the Coupled Model Intercomparison Project (CMIP3)

simulations. Maxima in OLR occur over the dry sub-

tropics, and the global-mean OLR for the control run

is 235Wm22, which is about 10% larger than April

climatology provided by the National Oceanic and

Atmospheric Administration (NOAA) Cooperative In-

stitute for Research in Environmental Sciences (CIRES)

Climate Diagnostics Center (http://www.esrl.noaa.gov/

psd/). In response to CO2 doubling, there is a strong

equatorial peak inDOLRassociatedwith a 16%decrease

in cloud fraction in the tropical upper troposphere (see

Fig. 4b). In nature, as in more complex models, the

meridional structure of annual-mean OLR is blurred by

seasonal variations in the position of the intertropical

convergence zone (ITCZ), and by zonal asymmetries

due to land–ocean contrast. The choice of perpetual

equinox conditions, which produces a permanent equa-

torial ITCZ, leads to a focusing of many of the climate

fields about the equator, which will also become appar-

ent when we examine the patterns of water vapor and

cloud feedbacks. This is a trade-off: we gain a clear

picture of the feedback patterns and their dynamical

causes in this idealized model, but must be more cau-

tious about a direct application of the results to nature.

b. Determination of radiative forcing

Previous feedback studies have commonly assumed

a spatially uniform radiative forcing based on estimates

of the global mean (e.g., Soden et al. 2008). However,

the pattern of radiative forcing can be strikingly non-

uniform, as wewill show. Since our goal in this study is to

close the energy balance as nearly as possible, an up-

dated approach is desired that accounts for this spatial

variability and matches our experimental setup. Various

definitions of radiative forcing are discussed in Hansen

et al. (2005). We consider two methods: stratosphere

FIG. 1. Zonal-mean, annual-mean (top) Ts (K) and (bottom)

OLR (Wm22) 10-yr climatologies (gray) and anomalies (black). In

both panels, solid gray lines indicate the 1 3 CO2 climate; dashed

lines indicate the 2 3 CO2 climate. The global-mean equilibrium

climate sensitivity is 4.69K, though the meridional structure is

strongly characterized by polar amplification.
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adjusted, in which the stratosphere is allowed to adjust

radiatively to the presence of the forcing agent; and

fixed-SST forcing, in which the troposphere is allowed to

adjust as well. For a feedback analysis, the latter is to be

strongly preferred since it accounts for all changes in

forcing that are independent of surface temperature

change. In other words, it is closest to the definition ofA

in Eq. (1). We describe each forcing approach in more

detail below.

The first method, stratosphere-adjusted radiative

forcing, is calculated offline from the GFDL radiative

transfer code, following definitions provided in the

IPCC Third Assessment Report (TAR; appendix 6.1 of

Ramaswamy et al. 2001; Hansen et al. 2005). Under this

classical ‘‘fixed dynamical heating’’ framework, the

stratosphere is allowed to adjust to the forcing prior to

calculating the TOAflux change. In other words, changes

in the downward flux from the stratosphere, as a result of

stratospheric temperature change, are assumed to be part

of the forcing. The resulting quantity is sometimes called

the ‘‘adjusted’’ radiative forcing, and it is relevant for

CO2 perturbation experiments because the adjustment

of the stratosphere is argued to be fast compared to

both the tropospheric response and the lifetime of the

forcing agents (Hansen et al. 2005). Once the strato-

sphere has adjusted to its new radiative-dynamical

equilibrium, the change in flux at the tropopause and at

the TOA are identical. The solid gray line in Fig. 2a

shows the stratosphere-adjusted radiative forcing. It has

a global mean value of 3.4Wm22 and, notably, varies by

about a factor of 2 as a function of latitude. The spatial

pattern of the forcing is controlled by variations in surface

temperature and high-level cloudiness (Shine and Forster

1999). Adding CO2 beneath a region of extensive clima-

tological cloud cover has less impact on TOA radiative

fluxes. Highest values are thus found in the warm, cloud-

free subtropics.

The second method, fixed-SST forcing, focuses on

D ~Rf as the climate forcing applied to the system in-

dependent of and prior to a surface temperature re-

sponse. This definition is spurred by recent modeling

results that have demonstrated semidirect, tropospheric

adjustments in response to CO2 (in addition to the direct

radiative effect of the greenhouse gas itself), which

precede substantial surface warming and affect the TOA

radiation balance. In particular, several studies (e.g.,

Andrews et al. 2011) have emphasized the importance of

the cloud response operating over time scales less than

one month. This rapid cloud adjustment manifests pri-

marily as a shortwave effect of,1Wm22, which Colman

and McAvaney (2011) suggest is driven by a decrease in

relative humidity and cloud fraction in regions of en-

hanced heating atmid- to lower levels in the troposphere.

Other hypotheses involve shoaling of the planetary

boundary layer due to suppressed surface heat fluxes

(Watanabe et al. 2011) or reductions in entrainment

(Wyant et al. 2012). Since it does not constitute a re-

sponse to surface temperature change, any effect of

rapid tropospheric adjustment is more properly com-

bined with the forcing term. Failure to take this rapid

adjustment into account as a forcing may bias the cloud

feedback calculation.

We therefore perform a fixed-SST experiment, which

is able to incorporate the rapid tropospheric adjustment

to CO2 prior to surface temperature change—in essence,

turning off the feedbacks. A general critique of fixed-

SST experiments in standardGCMconfigurations is that

warming still occurs over land surfaces and sea ice, un-

dermining the goal of having no surface response.

However the aquaplanet integrations do not suffer from

this inconsistency. We can easily fix surface temperature

FIG. 2. (a) Zonal-mean radiative forcing (Wm22) for CO2 dou-

bling: uniform 3.7Wm22 (dashed gray) from Myhre et al. (1998),

which serves as the basis for the IPCC TAR estimates; strato-

sphere-adjusted forcing calculated from the GFDL radiative

transfer code (solid gray, averaged over two months of 8 3 daily

model output); and fixed-SST forcing (solid black, averaged over

40 yr), which includes rapid tropospheric adjustments. (b) LW

(dotted) and SW (dashed) components of fixed-SST forcing. Net

clear-sky stratosphere-adjusted forcing (solid gray) is also shown

for comparison to net clear-sky fixed-SST forcing (solid black).
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everywhere, and in effect equate the fixed-SST forcing

of Hansen et al. (2005) with the ‘‘adjusted troposphere

and stratosphere forcing’’ of Shine et al. (2003). The

fixed-SST experiment is integrated for 40 years with

zonally symmetric and symmetric-about-the-equator

specified SSTs (taken from the final year of our control

run). It is otherwise identical to our model setup for the

feedback analysis. The forcing is then simply the change

in net TOA radiative flux between 13CO2 and 23CO2

scenarios, with the first year discarded.

The solid black line in Fig. 2a shows the climate

forcing D ~Rf , including both external forcing and rapid

tropospheric adjustments. It has a global-mean value1 of

3.8 6 0.2Wm22, close to that of the uniform forcing

(Myhre et al. 1998). The fixed-SST and stratosphere-

adjusted forcings share some similarities, particularly in

the Southern Hemisphere, with maxima in the sub-

tropics. However, the fixed-SST forcing is characterized

by notable, and perhaps surprising, hemispheric asym-

metries. In fact, these asymmetries reflect exactly the

physics we intended to capture in the forcing estimate.

The clear-sky forcings (solid lines in Fig. 2b) are quite

similar for both methods and hence it is the shortwave

response of clouds to CO2 (dashed line), which explains

the variability, consistent with the proposed rapid cloud

adjustment. In addition to the noisiness of the calcula-

tion, some of the hemispheric asymmetry may also be

due to the perpetual equinox conditions that limit in-

teraction between the hemispheres.

In the analysis that follows we predominantly use this

fixed-SST forcing because it is nearest to our definition

of a temperature-independent forcing, as presumed by

the feedback framework, and because we believe it

represents genuine variability in the forcing. The rela-

tively small impact of this hemispheric asymmetry in

forcing can be gauged from our results (see Fig. 3) and

will be discussed in more detail in later sections; the

differences also serve as a rough indication of how un-

certainty in forcing influences the meridional structure

of feedbacks.

c. Kernels and feedbacks

We apply the radiative kernel method of calculating

climate feedbacks, following Soden andHeld (2006) and

Soden et al. (2008). The kernel represents the TOA

radiative adjustment due to a differential nudge in the

climate fields, and is calculated separately for changes in

temperature, water vapor, and surface albedo. It can be

thought of as a sensitivity matrix. A strength of our

analysis is that we explicitly calculate radiative kernels

for our precise experimental setup, thus removing one of

the most commonly cited ambiguities associated with

this method [i.e., a mismatch between models used in

kernel generation and feedback calculation, as occurs in

intermodel comparisons (Zelinka andHartmann 2012)].

Radiative kernels are not the only approach for cal-

culating feedbacks, and a comparison of various tech-

niques can be found in Yoshimori et al. (2011). Briefly,

kernels are a popular choice for intermodel compari-

sons because the calculation is based on a small and

arguably non-model-specific perturbation (Soden and

Held 2006), though they break down for sufficiently

different mean states, such as under CO2 octupling

(Jonko et al. 2012). Other feedback calculations in-

clude partial radiative perturbation (PRP) and re-

gression. The PRP method (Wetherald and Manabe

1988; Colman 2003) suffers from computational ex-

pense. The regression method of Gregory et al. (2004)

is complicated by ambiguities associated with transient

adjustments that can result in a poorly constrained (or

even misdiagnosed; Armour et al. 2013) feedback esti-

mate, particularly when local scales are of interest, and

by the inability to separately evaluate temperature,

water vapor, and surface changes. Finally, recent studies

have also proposed to reformulate the kernel frame-

work around relative humidity, rather than specific hu-

midity, thus removing the correlation between water

vapor and lapse rate changes (Held and Shell 2012;

FIG. 3. Zonal-mean, annual-mean feedbacks (Wm22K21) for

Planck (red), lapse rate (orange), water vapor (green), surface

albedo (gray), cloud (blue), and the sum of these linear feedbacks

(black). Thin lines represent feedbacks calculated with the

stratosphere-adjusted, rather than fixed-SST, forcing.

1 The standard error (i.e., standard deviation of the mean) of the

fixed-SST forcing is calculated from the monthly change in net

TOA radiative flux after the doubling of CO2. The estimated de-

gree of uncertainty for the 40-yr integration is comparable to values

cited by previous studies (e.g., 0.3Wm22 in Shine et al. 2003).
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Ingram 2012). However, this rearrangement of energy

flux changes into different individual feedbacks does not

affect the total linear feedback nor the characterization of

the nonlinear term, which is the focus of the present study.

Kernels show particular promise where nonlinear

interactions are of interest. All feedback methods seek

to characterize the linear decomposition of TOA radi-

ative flux changes into the relative contributions from

different physical processes. The PRP method is argu-

ably the most exact decomposition of the differences

between two climate states because the total (i.e., dis-

crete) changes are used in the radiative calculations.

However, given our goal to estimate the linearity of

climate feedbacks, the kernel method, in its use of small

differential changes, is actually closer to the ‘‘tangent

linear’’ approximation that is the formal basis for the

Taylor series expansion in Eq. (1).

Hence, following Soden and Held (2006) and Soden

et al. (2008), we compute all feedbacks (with the ex-

ception of clouds) as products of two factors. The first is

the change in TOA flux due to a small perturbation in

variable x, and the second is the change in x between

the two equilibrium climate states (1 3 CO2 and 2 3
CO2), divided by the global-mean surface temperature

response:

lx5
›R

›x

dx

dTs

, (3)

where ›R/›x 5 Kx (i.e., the radiative kernel for x) and

x represents temperature, specific humidity, and surface

albedo. To create the kernels, instantaneous tempera-

tures T, including the surface temperature Ts, are per-

turbed by 1K; surface albedo a is perturbed by 1%; and

specific humidity q is perturbed to match the change in

saturation specific humidity that would occur from a 1-K

warming, assuming fixed relative humidity.WeperturbT,

a, and q from the control climate for each latitude, lon-

gitude, time, and pressure level. The kernels are calcu-

lated from one year of instantaneous 8 3 daily model

output, using the offline radiation code. We make com-

putations for clear skies (i.e., clouds instantaneously set to

zero) as well as for all-sky conditions simulated by the

model. The kernels we derive broadly resemble the ker-

nels calculated from more realistic climate models (i.e.,

with land, seasonal cycles, etc.), as presented for instance

in Soden et al. (2008). However, the simplicity of our

aquaplanet setupmeans the spatial patterns of the kernels

are sharper, and can be very clearly related to individual

aspects of the atmospheric response. The kernels are

presented and described in detail in appendix B.

Feedbacks are calculated by convolving 10 years of

equilibrated monthly anomalies with the 12-month

kernels, in the case of temperature, water vapor, and al-

bedo [Eq. (3)]. The two parts comprising the temperature

feedback are calculated from the surface temperature

response applied throughout the troposphere (in the case

of the Planck feedback) and the departure at each level

from that uniform change (for the lapse rate feedback).

We then integrate from the surface to the tropopause,

defined as 100mb at the equator and decreasing linearly

to 300mb at the poles.

Clouds are handled differently from noncloud feed-

backs, because the radiative effect of vertically over-

lapping cloud fields is too nonlinear for the kernel

method. Following Soden et al. (2008), the cloud feed-

back is calculated from the change in cloud radiative

forcing (DCRF), with adjustments for cloud masking:

lcDTs 5DCRF1 (K0
T 2KT)dT1 (K0

q 2Kq)dq

1 (K0
a 2Ka)da1 (D ~R

0
f 2D ~Rf ) , (4)

where K0 terms are the clear-sky kernels, D ~R
0

f is the

clear-sky forcing, and DCRF is defined as the difference

between net downward radiative fluxes in all-sky (i.e.,

the observed meteorological conditions, including clouds

if present) and clear-sky (i.e., assuming no cloud) condi-

tions. A discussion of the effect of clouds on clear-sky

feedbacks can be found in Soden et al. (2004). As a con-

sequence of this calculation, our nonlinear term inEq. (2)

refers to clear-sky physics only (see appendix A). Ne-

glecting to account for the cloud-masking adjustments

(e.g., Cess et al. 1990; Gregory andWebb 2008) may lead

to misdiagnosis of the cloud feedback, as pointed out by

Colman (2003). Note that the final term of the right-hand

side of Eq. (4) ensures that temperature-independent

changes in clouds due to CO2 forcing are not included in

the cloud feedback.

In defining the control climate as the 1 3 CO2 in-

tegration rather than as the 23CO2fixed-SST integration,

we run the risk of double counting the temperature-

independent response to CO2, which has already been

included with the forcing component D ~Rf . In essence, any

change in climate field can be linearly related to surface

temperature (as the feedback framework presumes), or

not—in which case dx in Eq. (3) or more likely DCRF in

Eq. (4) could include an additional source of nonlinear

behavior. However, as we will demonstrate, the two met-

rics of forcing (the difference between which is the semi-

direct effect of CO2) produce feedbacks that are not

substantially different, lending confidence that the effect

of the temperature-independent component is small

within our kernel-computed feedbacks. Further, we

identify the dominant source of the residual nonlinearity

(see section 3c) as due to a different process entirely.
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3. Results

a. Feedbacks

Global-mean feedbacks are presented in Table 1. We

first focus on the top row, which are the feedbacks cal-

culated assuming the fixed-SST climate forcing. The

temperature feedback is strongly negative (i.e., stabilizing

the climate): a warmer planet emits more radiation to

space (Planck feedback), and the weakened lapse rate,

which is a consequence of moist adiabatic stratification,

leads to emission from an even warmer atmosphere than

if lapse rate were fixed (lapse rate feedback). The water

vapor feedback is strongly positive because humidity is

highly sensitive to warming, and because moistening the

atmosphere increases infrared opacity and downwelling

radiation. The surface albedo feedback is positive and,

as expected, controlled by sea ice processes. The net

cloud feedback seems to be partly driven by changes in

cloud fraction: the longwave cloud feedback is associ-

ated with the insulating effect of widespread increases in

high cloud fraction, and the shortwave cloud feedback is

associated with widespread decreases in reflective low

cloud fraction (Fig. 4b). These global-mean feedbacks

are in broad agreement with coupled-model studies,

though our shortwave cloud feedback is on the high end

of the range (e.g., Randall et al. 2007). Preliminary re-

sults indicate the absence of a tropical Walker circula-

tion in the aquaplanet to be a controlling factor in the

shortwave component of the cloud feedback, which may

help to explain the relatively high sensitivity exhibited

by our aquaplanet.

The sum of the linear feedbacks, which we call ‘‘total

feedback’’ for convenience, is small and negative

(20.49Wm22K21). If the assumption of linearity were

correct, then the global climate sensitivity would be

calculated as DTs 5D ~Rf /�xlx 5 7:7K, rather than the

actual value of 4.69K. This points, then, to a substantial

role for the nonlinear term. While it is smaller in mag-

nitude than any individual feedback, comparison of the

last two columns of Table 1 shows that the nonlinear term

is 67% of the total feedback. Thus nonlinearities are of

comparable importance to the linear feedbacks in af-

fecting the TOAenergy balance, at least in a global-mean

sense and for this model setup. Moreover this term tends

to have a compensating role, in that it reduces global

climate sensitivity. The importance of the nonlinearity

in the global mean is further motivation to analyze the

spatial pattern of the nonlinearity and feedbacks.

How does the magnitude of our nonlinearity compare

to previous work? Though reporting conventions vary

for the validity of the linear approximation, we can

perform two crude comparisons. First, we estimate the

equivalent nonlinear term from other studies by apply-

ing their cited values of feedbacks, forcing, and climate

sensitivity to our Eq. (2). Thus our nonlinear term,

TABLE 1. Global-mean, annual-mean feedbacks for (top row) fixed-SST and (bottom row) stratosphere-adjusted radiative forcings.

Planck (P), lapse rate (LR), water vapor (WV), and albedo (A) feedbacks are unchanged as a function of forcing. The ‘‘total feedback’’ is

the sum of the linear feedbacks. We interpret the residual as the nonlinear term. The terms in Eq. (2) are normalized by the global-mean

surface temperature change, such that units are given in Wm22K21 unless otherwise noted.

Forcing (Wm22)

Feedbacks

P LR WV A Net cloud LW cloud SW cloud Total Residual

3.79 23.03 20.69 1.62 0.35 1.27 0.56 0.70 20.49 20.33

3.41 ’’ ’’ ’’ ’’ 1.33 0.49 0.83 20.43 20.31

FIG. 4. (a) Zonal-mean, annual-mean shortwave (solid) and

longwave (dashed) components of the cloud feedback (Wm22K21).

(b) Change in cloud fraction. The zero contour is indicated by the

heavy black line, and the contour interval is 2%; dark colors rep-

resent a decrease.
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20.33Wm22K21, is comparable in magnitude to esti-

mates 0.39Wm22K21 [Soden and Held 2006; Soden

and Vecchi 2011; for GFDL Climate Model, version 2.1

(CM2.1)] and 0.13Wm22K21 [Shell et al. 2008; for

Community Atmosphere Model, version 3 (CAM3)],

though our sign is different. Second, as an alternative ap-

proach, we instead assume the nonlinear term can be

expressed in the form cDT
2

s , such that the value of the

coefficient c is a measure of the degree of nonlinearity.

Roe and Armour (2011, see their supplementary mate-

rials) report jcj# 0.06Wm22K22 from a dozen different

studies, with no consensus on sign. For our present study,

the nonlinear term divided by DTs [20.33Wm22K21

(4.69K)21] gives c 5 20.07Wm22K22. Thus the mag-

nitude of our nonlinear term is roughly comparable to

previous research, though on the high end. This may

reflect our high climate sensitivity, or be a reflection of

the idealized framework. That the nonlinear term is such

a large percentage of the total linear feedback is a con-

sequence of the total feedback being small.

For the sake of comparison, Table 1 also shows global-

mean feedbacks for the stratosphere-adjusted radiative

forcing. Because of the way in which the feedbacks are

calculated, the choice of forcing can only affect the

cloud feedback [cf. Eqs. (3) and (4)], total feedback,

and residual. Overall, the differences in these terms as

a function of forcing are fairly small. In fact, we find

that the rapid tropospheric adjustment (included in the

fixed-SST forcing) accounts for only a 16% decrease in

the global shortwave cloud feedback, which is less than

cited in previous studies (Colman andMcAvaney 2011;

Andrews et al. 2011). The discrepancy may reflect the in-

ability of nonaquaplanet models to easily constrain land–

temperature change, or alternately, a genuine difference

in cloud response between models or model configura-

tions. Hereafter we use only the fixed-SST forcing.

We now turn to the meridional structures of the

feedbacks, which are shown in Fig. 3. The first thing to

note is that, converted to the same scale, the climate

forcing has a value of about 0.5–1.2Wm22K21 [2.5 to

5.5Wm22 (4.69K)21]. In other words, Fig. 3 shows that

the local adjustments by atmospheric process (i.e.,

feedbacks) are in general larger than the forcing itself.

Another striking feature is that the Planck feedback is

most strongly stabilizing (i.e., most negative) at high

latitudes. This is in contrast to the simple picture one

might naively expect from the Stefan-Boltzmann law,

wherein the change in outgoing flux varies as 4sT3 and

therefore is greatest in the tropics. However, fromEq. (3)

we see that the Planck feedback is the product of the

temperature kernel, ›R/›T, whose amplitude indeed

peaks at low latitudes (Fig. B1a in appendix B), and the

ratio dTs/dTs. Given strong polar amplification (i.e.,

dTs � dTs), this is enough to produce a Planck feedback

that maximizes in magnitude at high latitudes. If feed-

backs were instead defined as a Taylor series expansion

around the local surface temperature change, as in

section 3b, then the pattern would be quite different

(Feldl and Roe 2013). The lapse rate feedback is most

negative where temperatures follow a moist adiabat

(i.e., in the tropics) and most positive in the presence

of high-latitude temperature inversions. The com-

bined temperature feedback (Planck plus lapse rate,

not shown) is strongly negative and peaks in magnitude

at the equator.

The water vapor feedback is positive at all latitudes.

However, the water vapor feedback is strongest where

humidity is most sensitive to warming (cf. Fig. B1b in

appendix B). These conditions occur in the subtropics

and tropics, albeit the water vapor feedback is weaker

along the equator as a result of high cloudmasking of the

tropical moistening at the ITCZ. A key point here is that

the water vapor feedback is not independent of the

cloud fields, and this interaction between feedbacks

hints at the presence of nonlinearity. In other words,

water vapor changes under clouds have a reduced effect

on the TOA fluxes, compared to cloud-free conditions.

The water vapor feedback pattern is particularly sharp

because of our perpetual equinox conditions (i.e., lack of

seasonality) and aquaplanet configuration. We antici-

pate that the annual average over seasons would be

smoother (i.e., exhibiting a less pronounced tropical

minima) than the annual average over 12 months of

a stationary ITCZ.

The net cloud feedback is positive everywhere except

at high latitudes. The breakdown into shortwave and

longwave components is shown in Fig. 4. Changes in

cloud fraction (Fig. 4b) are consistent with much of the

meridional structure, though changes in cloud altitude

and optical depth may also play a role (e.g., Colman

et al. 2001; Zelinka et al. 2012). Recall that warming

associated with a positive cloud feedback can occur by

decreases in bright clouds [i.e., the shortwave (SW) ef-

fect] or increases in high, insulating clouds [i.e., the

longwave (LW) effect]. The first thing to note from

Fig. 4a is that the shortwave component dominates the

sign of the net response observed in Fig. 3. Hence, the

peak in the net cloud feedback in the tropics is consistent

with a decrease in cloud fraction at all levels, but espe-

cially in the upper troposphere (with some compen-

sation between a positive shortwave and negative

longwave cloud feedback); these cloud fraction changes

are consistent with a weakening of the Hadley cell. The

negative net cloud feedback in the high latitudes co-

incides with an increase in low, bright clouds, and a

poleward shift of the storm track. The positive net cloud
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feedback at intermediate, extratropical latitudes is con-

sistent with widespread decreases in low cloud fraction

(i.e., positive shortwave cloud feedback) and increases

in high cloud fraction (i.e., positive longwave cloud

feedback).

The surface albedo feedback is locally the strongest

positive feedback, though it is confined to the vicinity of

the ice line (Fig. 3). Consistent with expectations, re-

duction of sea ice cover and the corresponding decrease

in surface albedo in a warmer world lead to an increase

in absorbed solar radiation, and further warming. Note

that a compensation between positive albedo and neg-

ative shortwave cloud feedback is observed in Figs. 3

and 4. This is a robust result across intermodel com-

parisons (Zelinka and Hartmann 2012; Crook et al.

2011), though the extent to which clouds aremodified by

increases in water vapor and evaporation over newly

open water is not easily constrained in a linear feedback

framework (Bony et al. 2006; Stephens 2005). Previous

studies have also pointed to an increase in high-latitude

cloud optical depth due to increases in cloud water

content, as well as phase changes (Senior and Mitchell

1993; Tsushima et al. 2006; Zelinka et al. 2012).

The meridional structure of the total feedback is the

sum of the individual feedbacks, and is shown in Fig. 3.

Overall, the feedback is negative and stabilizing at high

latitudes (with the exception of the ice line, where the

albedo feedback is strong enough to result in a total

feedback approaching zero). This locally negative total

feedback might lead one to expect a weak surface tem-

perature response. Yet Fig. 1 shows strong polar am-

plification. Further, the total feedback is generally

positive in the subtropics, which would imply a locally

unstable climate—and an infinite response. Clearly

then, either substantial redistribution of energy by me-

ridional transport must occur, or else nonlinear in-

teractions must arise. This finding is reminiscent of the

work of Pierrehumbert (1995), in which circulation acts

to shunt energy from unstable to stable latitudes, which

are likened to ‘‘radiator fins.’’ The general tendency of

the total feedback to become more negative toward

higher latitudes can also be seen in previous studies:

although a large spread exists among models, Zelinka

and Hartmann (2012) find that the zonal-mean total

feedback parameter averaged over 12 CMIP3 models

exhibits a tropical peak. It is not clear if their tropical

peak (rather than our subtropical peak) is an artifact of

the ensemble average, or if the absence of seasonality in

our idealized framework accounts for the difference in

location of the unstable domain. In any case, the com-

bination of strong polar amplification and positive sub-

tropical feedbacks implies critical roles for meridional

transport and/or nonlinearities, to which we now turn.

The trade-off between meridional transport and the

local demands of linear feedbacks is reflected in the

three-term energy balance of Eq. (2). The solid gray line

in Fig. 5 shows the meridional structure of the combined

feedback and forcing term [i.e., (�xlx)DTs 1D ~Rf ]. The

positive values equatorward of approximately 408 rep-
resent a local warming tendency. In a perfectly linear

world, the changes in transport (dashed line) would

exactly balance the combined feedbacks and forcing.

However, in a nonlinear world, that adjustment is in-

complete, and the remainder of the energy balance is

accommodated by the nonlinear, or residual, term (solid

black line in Fig. 5). In particular, there is increased

meridional transport out of the subtropics, and the shape

of this term closely mirrors that of the feedback plus

forcing. In other words, in the subtropics, the system

attempts to diverge heat away from the region of strong

positive feedback, but transport alone does not fully

accommodate this energy. The balance is taken up by

the nonlinear term, which provides a cooling tendency in

the low latitudes (equatorward of 508) and a warming

tendency elsewhere. Hence, in addition to compensating

the global sensitivity, the nonlinear term plays an im-

portant, compensating role at many latitudes: it opposes

the positive feedback in the tropics, and likewise offsets

the negative feedback at high latitudes. Further, the

nonlinear term is minimized (i.e., the assumption of

linearity works best) in the midlatitudes; a negative total

feedback is balanced by anomalous heat convergence at

458. Our ability to assess the nonlinear contribution is

a key strength of our approach.

FIG. 5. The balance of the three terms in Eq. (2) (Wm22). Recall

that transport is the change in TOA net radiative flux, which in

equilibrium must be equal to the change in convergence of atmo-

spheric heat transport [i.e., DR 5 D($ � F)]. The nonlinear term

(black line) is calculated as the residual between meridional

transport (dashed gray line) and the combined feedbacks and

forcing (solid gray line).
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b. Polar amplification

Polar amplification is a striking feature of all climate

model predictions and is also observed in global tem-

perature trends (Solomon et al. 2007). In our simulation

we see two scales to the polar amplification: an en-

hancement of the temperature response poleward of

about 308, and a much larger enhancement poleward of

608. Poleward of 608, the average warming is 2.2 times

the global-mean response; this degree of amplification is

consistent with other studies (Hwang et al. 2011;

Holland and Bitz 2003). We can apply the feedback

framework toward understanding polar amplification in

terms of the spatial patterns of climate feedbacks, forc-

ing, heat transport, and nonlinearities. In what follows,

we pursue the apparently contradictory result that the

temperature response is largest in regions where the

feedback is most stabilizing (cf. Figs. 1 and 3).

Equation (2) can be rewritten with local temperature

change DTs substituted for global-mean DTs, and the

Planck feedback lp separated from the non-Planck

feedbacks �lNP:

DTs 5
1

lP

"
DR2

�
�
i
lNP

i

�
DTs 2D ~Rf 2R

#
. (5)

In essence, we normalize the terms in the energy balance

by the Planck feedback. This weighting avoids an un-

defined surface temperature response where the total

feedback goes to zero. The feedback term in Eq. (5) is

also more similar in form to the conventional definition

where feedback factor f 5 2lNP/lP (e.g., Roe 2009).

Thus, the pattern of local temperature response is given

as the partial temperature change attributed to each term

on the right-hand side of Eq. (5); this decomposition is

also utilized by Crook et al. (2011). These individual

contributions as a function of latitude are presented

in Fig. 6, together with the total surface temperature

change, shown in gray. As a reminder, the non-Planck

feedbacks include lapse rate, water vapor, surface al-

bedo, and cloud feedbacks.

The forcing produces a small and uniform warming of

0.9–1.6K (red line, Fig. 6). This contribution to surface

temperature change is not substantially different when

the stratosphere-adjusted forcing is instead used (not

shown). In other words, the previously noted asymme-

tries in forcing are small compared to the other terms in

affecting surface temperature. The nonlinear term is

also small (green line, 61.6K) and, as expected from

Fig. 5, cools the tropics and warms the high latitudes,

contributing to the polar-amplified shape of the warm-

ing pattern. On average the transport term also exhibits

a pattern of tropical cooling and high-latitude warming,

consistent with a poleward export of heat from the

tropics, though its meridional structure and magnitude

are more variable. The non-Planck feedbacks provide

a warming tendency at all latitudes, and are the major

contributor to the more than 10-K warming near the ice

line. In general, non-Planck feedbacks and transport

exhibit strong compensation, while the nonlinear term

and forcing make smaller contributions to surface tem-

perature change and with less meridional variability.

Overall then, the enhancement of the average response

poleward of 308, relative to the response equatorward of

308, may be attributed predominantly to the change in

sign of the transport term (and to a lesser degree, the

nonlinear term). The pole-to-equator shape of the polar

amplification is largely explained by the combined ef-

fects of feedbacks and transport.

The further amplification of surface temperature

poleward of 608may be characterized in two parts: non-

Planck feedbacks (particularly surface albedo, longwave

FIG. 6. (a) Zonal-mean, annual-mean partial temperature changes

(K) attributed to forcing (red), nonlinear term (green), sum of non-

Planck feedbacks (blue), and transport (black). The total surface

temperature change is shown in gray. Components are weighted

by the Planck feedback, which has meridional structure. (b) Local

temperature change DTs (K) if global-mean weighting l21
P

were instead applied in Eq. (5) (dashed line). Solid line reproduced

from gray line in (a).
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cloud, and lapse rate feedbacks, see Figs. 3 and 4) from

608–708, andmeridional heat transport of 4.7K poleward

of 708. The strong warming tendency of the non-Planck

feedbacks at the ice line is partially offset by the trans-

port term (i.e., a cooling tendency due to heat export).

Poleward of the ice line there is anomalous convergence

of at least a portion of this exported heat, which main-

tains the enhanced warming right to the poles. At the

poles, none of the terms act as cooling tendencies.

Hence, we find a consistent picture at both hemispheric

and regional scales, in which local temperature change is

controlled by anomalous heat divergence away from

regions of strong positive feedbacks (i.e., the ice line and

the subtropics) and convergence into regions of more

negative feedbacks (i.e., the midlatitudes and poles).

The influence of the Planck weighting in Eq. (5) is

demonstrated in the bottom panel of Fig. 6. The dashed

line shows how the predicted surface warming would

change if the global-mean weighting l21
P had been used

in Eq. (5), instead of the full spatial field. Themeridional

structure of the Planck feedback, which increases in

magnitude toward the poles (see Fig. 3), contributes an

additional 23% warming in the high latitudes (poleward

of 608) and 15% cooling in the subtropics (58–258). Thus
the Planck feedback comes in at tertiary importance,

behind the other feedbacks and transport, in explaining

polar amplification, though its approximately 2-K high-

latitude warming is distributed among the other terms

and cannot be easily isolated.

Our results have demonstrated the importance of

meridional heat fluxes to the system response. We next

consider the breakdown of the transport term into

changes in latent and dry-static energy flux, following

Trenberth and Stepaniak (2003) andHwang and Frierson

(2010). As part of the calculation, we subtract the surface

flux from the TOA flux, in order to solve for the total

atmospheric (i.e., moist-static energy) budget; the surface

flux includes contributions from net downward radiation

at the surface, sensible heat flux, and latent heat flux

due to evaporation andmelting snowfall into the ocean.

We find the change in surface flux to be smaller than

60.73Wm22 at all latitudes and negligible in the global

mean. The northward latent energy flux is calculated as

the integral, with respect to latitude, of evaporation mi-

nus precipitation (multiplied by the latent heat of va-

porization for consistent units), and the dry-static energy

flux is then the residual of the latent and total atmo-

spheric fluxes.

Changes in northward energy fluxes are shown inFig. 7.

Positive slopes in the figure correspond to regions of

anomalous flux divergence, and negative slopes to

anomalous convergence. The total flux change (gray

line) confirms an increase in divergence from the

subtropics, and an anomalous divergence from the ice

line (i.e., decreased convergence with respect to

the control climate). Relative to the total flux change, the

latent and dry-static energy components are large and

mostly compensating. In the warmer climate, there is an

increase in latent energy flux poleward of approximately

258–308 (solid black line). This is significantly offset by

a decrease in dry-static energy flux (dashed line), pre-

sumably due to weaker midlatitude temperature gradi-

ents. However, the total flux change is still positive, and

thus it is the larger increase in latent energy flux that

explains the contribution of transport to polar amplifi-

cation poleward of 308. Interestingly, the dry-static en-

ergy gradient weakens considerably poleward of the ice

line. Therefore, the contribution of heat transport to

polar amplification at the highest latitudes (see also

Hwang et al. 2011; Langen et al. 2012) is driven solely by

the latent energy flux convergence, with no compensa-

tion from dry-static energy. Figure 7 also shows an in-

crease in equatorward latent heat flux and an increase in

poleward dry-static energy flux, which have the same

sign as the climatological fluxes.

c. Source of the nonlinearity

Up to this point, we have characterized the residual

nonlinearity, without addressing which interactions be-

tween feedbacks are responsible for the term. The core

of the issue is that the kernel framework assumes each

variable and each vertical level are independent and can

be linearly combined. Whereas in fact, vertical masking

of clear-sky variables, and interactions among these var-

iables, could complicate this picture. Analogously, it is

FIG. 7. Zonal-mean, annual-mean change in northward energy

flux (PW). The total northward energy flux (thick gray) is obtained

by integrating with respect to latitude the sum of the TOA and

surface fluxes. The latent energy (solid black) is calculated from the

integrated evaporation minus precipitation, and the dry static en-

ergy (dashed black) is from the residual of the other two fluxes.
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well known that clouds mask underlying tropospheric

changes (Soden et al. 2004). Water vapor exhibits

similar behavior. Figure 8a shows changes in specific

humidity between the 1 3 CO2 and 2 3 CO2 experi-

ments. These changes show an overall moistening and

are consistent with a weakening and expansion of the

Hadley cell (e.g., Held and Soden 2006). The linear

model (e.g., kernel approach) assumes that changes in

mid and lower-tropospheric water vapor have as large of

an effect on the TOA as changes aloft. In actuality, the

sensitivity of TOA radiation fluxes to upper-tropospheric

humidity is well known (Cess 1975; Spencer and Braswell

1997), andwe expect the TOAbalance to bemost affected

by changes aloft. As a result, we anticipate that the water

vapor kernel would result in an overestimate of theTOA

fluxes in regions of strong upper-level moistening, which

would manifest as a negative nonlinearity.

We test this hypothesis by running the actual changes

at all levels (2 3 CO2 minus 1 3 CO2) in humidity,

temperature, and surface albedo simultaneously through

the offline radiation code to calculate the magnitude of

the TOA fluxes. The net radiative flux at the TOA is

then compared to the linear sum of the individual vari-

ables at each level, which is what the kernel framework

presumes. Results are shown in Fig. 8b. The solid line

can be thought of as the difference between the GCM

response and the linear approximation, or in other

words, it represents an independent measure of the

nonlinearity. We see that this difference does a rather

remarkable job of capturing the magnitude and quali-

tative shape of the residual nonlinearity (dashed line),

with some obvious departures.

Remaining sources of nonlinearity (i.e., the difference

between the two lines on Fig. 8), can be considered with

the help of Eq. (A2). We have already accounted for

nonlinearities within the third term on the right-hand

side,�nl
0
nDTs (i.e., vertical masking of, and interactions

between, clear-sky feedbacks). As mentioned in section

2b, there is also the possibility of double counting the

rapid tropospheric adjustment to CO2. However, we

expect this contribution to beminor because the residual

is nearly identical when calculated with a stratosphere-

adjusted, rather than fixed-SST, radiative forcing (not

shown), which does not suffer from double counting.

Hence, any remaining nonlinearities may be attributed

to second-order terms associated with the effect of

clouds on noncloud fields. First-order terms were ac-

counted for in Eq. (4), following advances by Soden

et al. (2008), and it is straightforward to show that a

quadratic form of Eq. (4) would propagate additional

terms to Eq. (A2).

4. Summary and discussion

In this study we have sought to understand the spatial

structure of climate feedbacks and the relative impor-

tance of nonlinearities and meridional heat transport.

We have designed a clean experiment to remove as

many of the common energy-balance approximations as

possible. In particular, we employ a simplified aqua-

planet model, and explicitly calculate both fixed-SST

climate forcing and radiative kernels for this precise

setup. Our high climate sensitivity of 4.69K is consistent

with large subtropical regions of positive water vapor

and cloud feedbacks. Two regions of positive feedbacks,

the subtropics and the ice line, force anomalous di-

vergence of heat flux, which translates into polar am-

plification of the surface temperature response via

meridional latent heat transport. Nonlinearities re-

inforce this pattern of tropical cooling and high-latitude

warming tendencies, and also reduce global climate sen-

sitivity from very high tomerely high. The nonlinear term

FIG. 8. (a) Zonal-mean change in specific humidity (g kg21)

averaged over 9 months (filled contours). Contour lines show

streamlines for control climate. (b) Two estimates of the nonlinear

term (Wm22). Nonlinearity is due to interactions among and within

clear-sky feedbacks (solid), for the same time period as (a). Plotted

for comparison is the residual nonlinearity (dashed) of Fig. 5.
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can be thought of as reinforcing the transport-induced

warming, or, alternatively, as offsetting the total linear

feedback. The resulting polar-amplified warming bears

the signature of feedbacks, transport, and nonlinearities,

but importantly, is not limited to the latitude where a

particular physical process is active.

One of the goals of this research has been to under-

stand how local processes affect nonlocal climate re-

sponses. The feedback pattern is characterized by strongly

positive subtropical feedbacks, and the temperature re-

sponse pattern characterized by polar amplification.

Clearly, meridional heat transport matters for redis-

tributing energy. Indeed we find that transport plays

a role on a couple of spatial scales—from the subtropics

to the midlatitudes, and from the high latitudes, pole-

ward. The stable midlatitudes also display an interesting

complexity: abutting regions of positive feedbacks con-

tribute to amaximum increase in heat convergence at 458,
near the latitude where the nonlinearity is minimized.

We have further studied the source of our ‘‘nonlinear’’

term, which strictly represents the clear-sky residual

between the energy-flux changes predicted by linear

theory and the actual, model-produced flux changes.

Though a modest contributor of at most 2K to local

temperature response (when normalized by the Planck

feedback), the meridional structure of the nonlinearity

and its tendency to compensate climate feedbacks sug-

gests a physical mechanism is at work. Indeed from

a Taylor series perspective, these nonlinearities can

be thought of as higher-order terms that do not scale

linearly with surface temperature change (e.g., Stefan-

Boltzmann law or the Clausius–Clapeyron relationship)

or interactions between feedbacks (i.e., cross terms in

the energy budget). The effect is such that, at low lati-

tudes, the feedback is less than the sum of its parts and at

high latitudes it is more than the sum of its parts. Gen-

erally speaking, our results caution against the use of

methods in which the residual is subsumed into one of

the linear feedbacks (e.g., the cloud feedback of Soden

and Held 2006).

Through offline radiation experiments, we have at-

tributed the bulk of the nonlinear term to interactions

within (i.e., vertical masking) and among clear-sky feed-

backs, and pointed to quadratic effects of clouds on

noncloud variables as the leading candidate for remaining

nonlinearity. Hence, nonlinear feedbacks may represent

dynamical constraints within the system: changes in at-

mospheric circulation modulate the degree of compen-

sation between terms in the energy balance, in a way not

accounted for by the linear, Taylor series approximation.

For example, dynamically controlled changes in specific

humidity were suggested to be a major cause of the

nonlinearity. Nonlinear interactions among temperature,

humidity, and surface albedo, with the latter constrained

to high latitudes, are active as well. It should be noted that

the wholesale substitution of climate variables, all levels

at once, is a feature of both our offline radiation experi-

ments and the PRP method of calculating feedbacks.

Thus, we would expect that nonlinearities arising from

the PRP method to be restricted to interactions among

(but not within, as in vertical masking) feedbacks.

The idealized aquaplanet framework provides a unique

lens on radiative interactions in a changing climate,

though some of our results may be a consequence of

experimental design. We are confident the residual does

represent an approximation of the nonlinearity, because

1) we made every effort to close the energy balance as

nearly as possible, by diagnosing radiative kernels and

forcing for this model setup, and 2) two independent

estimates of the nonlinear term (residual and offline

calculations) are consistent. However, the aquaplanet

simulation is, by its very nature, simplified. For instance,

lack of land–sea contrast will have a profound effect on

cloud climatologies, which we have mentioned with re-

spect to our shortwave cloud feedback—though this

perhaps matters less to the nonlinearity, which is, of

course, a clear-sky effect. While it is reassuring that our

global-mean feedbacks are within the spread of inter-

model comparisons (Bony et al. 2006; Randall et al.

2007), future work will systematically relax the simpli-

fying assumptions toward greater realism.

Possible avenues of progress include the following: 1)

a comparison of the kernels from 13 CO2 and 23 CO2

climatologies, in order to address the mean-state de-

pendence, or extension of the method to calculate

second-order terms; 2) the inclusion of greater realism

such as a seasonal cycle or ocean heat transport, which

would directly affect the energy balance via the trans-

port term and indirectly through the coupling between

feedbacks and surface response; and 3) use of a wider

range of forcings to address how feedbacks behave for

larger surface-temperature changes (e.g., Colman and

McAvaney 2009). Furthermore, the equilibrated climate

change must satisfy both radiative and dynamical con-

straints. Sharply honed numerical experiments that ad-

dress the conditions under which either dynamics or

radiation dominates the response would be useful.

Our breakdown of the meridional structure of tem-

perature response into individual components [Eq. (5)]

also illustrates some issues for the predictability of re-

gional climate change. Local feedbacks alone do not set

the pattern of temperature response: atmosphere (and

ocean) dynamics act to redistribute energy in the system,

and so one must constrain the feedbacks everywhere in

order to constrain the response anywhere. Figure 6 shows

the partial temperature change for feedbacks, transport,
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forcing, and nonlinearities as a function of latitude in our

simulations. It also provides some sense for how the

meridional structure of predicted climate change might

vary, if improved understanding resulted in a different

pattern of total feedback.

Conventional climate feedback analysis characterizes

only the energy balance and is inherently linear by

construction. We have extended that perspective in an

idealized framework to include nonlinear terms and to

consider nonlocal effects. These must operate in the real

climate system and are an important component of un-

derstanding predictability. The meridional structures of

individual feedbacks are governed by the classical cli-

matic zones (i.e., the ITCZ, the subtropics, the mid-

latitudes, and the poles), and thus are a consequence of

mean-state dynamics. However, dynamical changes in

the circulation patternmaymodulate nonlinearities and,

as a consequence, global climate sensitivity. Further, the

system tends to allocate energy toward latitudes that can

most effectively radiate to space. This means that

warming is minimized in the subtropics in spite of strong

positive feedbacks. A complete picture of climate sen-

sitivity must unify dynamical and radiative frameworks,

and it is our hope that the current study offers some

insights into what that may entail.
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APPENDIX A

Why a Clear-Sky Residual?

The clear-sky (rather than all-sky) residual is a con-

sequence of our cloud feedback calculation. Equation

(2) can be rearranged to give

DR5D ~Rf 1

�
�
n
ln

�
DTs1 lcDTs , (A1)

where the cloud feedback lc is split from the other,

noncloud feedbacks (n 5 T, q, a). Substituting Eq. (4)

into Eq. (A1) gives

DR5D ~R
0
f 1DCRF1

�
�
n
l0n

�
DTs , (A2)

where superscripted terms represent clear-sky fluxes.

Hence, the residual becomes

R5 (DR2DCRF)2

2
4D ~R

0
f 1

�
�
n
l0n

�
DTs

3
5 , (A3)

or the difference between actual, model-produced clear-

sky fluxes (DR 2 DCRF) and kernel-approximated

clear-sky fluxes (the remaining terms).

APPENDIX B

Radiative Kernels

To facilitate comparison with previous studies (Soden

and Held 2006; Soden et al. 2008; Shell et al. 2008), we

present height–latitude cross sections of our perpetual

FIG. B1. Zonal-mean, annual-mean radiative kernels for theGFDL

aquaplanetmodel. (a) Temperature kernel and (b)water vapor kernel

[Wm22K21 (100hPa)21], (c) surface albedo kernel [Wm22K21

(%)21], and (d) surface temperature kernel (Wm22K21).
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equinox, aquaplanet kernels. The kernels in Figure B1

represent the contribution of each level and latitude to

the change in longwave TOA fluxes. The temperature

kernel (Fig. B1a) is strongly negative (i.e., stabilizing the

climate) because an increase in temperature increases

OLR, following the Stefan–Boltzman law. Under clear

skies (not shown) the sensitivity peaks in the tropics

where temperatures are highest. However, all-sky TOA

fluxes are sensitive to cloud-top temperature, with the

largest contributions from regions of high convective

clouds and subtropical and midlatitude boundary layer

clouds. The surface component of the temperature

kernel (Fig. B1d) exhibits cloud masking, with de-

creased sensitivity aligned beneath regions of high

cloudiness. Cloud-masking effects are also apparent in

the surface albedo kernel (Fig. B1c), though this kernel

obviously only matters near the climatological ice line.

The water vapor kernel (Fig. B1b) shows the TOA

radiative flux response to atmospheric moistening. In

calculating the kernel, specific humidity qwas perturbed

to match the change in saturation specific humidity that

would occur from a 1-K warming, assuming fixed rela-

tive humidity (Soden and Held 2006). Positive values

indicate that an increase in atmospheric water vapor

leads to an increase in infrared opacity and downwelling

radiation (decreasing OLR), consistent with the role of

water vapor as a greenhouse gas. High sensitivity in the

tropics is also influenced by self-broadening of water

vapor absorption spectra (Shine and Sinha 1991). At

high latitudes and low levels, the water vapor kernel is

negative (an antigreenhouse effect); the effect of hu-

midifying the atmosphere is to raise the emission level

(Cess 1975; Held and Soden 2000), leading to an in-

crease in OLR in regions of temperature inversions. The

water vapor kernel peaks strongly in the climatologically

dry upper troposphere because of the high sensitivity of

saturation vapor pressure at very cold temperatures and

low pressures (via the Clausius–Clapeyron relation-

ship); for fixed relative humidity at 200K, specific hu-

midity changes by 15% K21 (Held and Soden 2000).

Hence, the pattern of this kernel is tied to the assump-

tion of fixed relative humidity. If relative humidity were

instead allowed to decrease, then warming would not

require moistening, and it would be possible to imagine

a weakened water vapor response in the subtropics—

though the lapse rate would adjust accordingly to com-

pensate for this effect (Bony et al. 2006).
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